Stat 587, section 2 – Lab 12
Goals: In this lab, we will see how to:
    calculate the PRESS statistic to quantify “out of sample” prediction error
	fit regression models to all subsets of variables

To calculate the PRESS statistic:
1. Fit a model.  Then, click the red triangle for that model, select Row Diagnostics, then select Press.
2. A small output box, labelled Press, with two numbers is included with the output.
The Press number is a Sum-of-Squares; the Press RMSE is a standard deviation.

To fit regression models with all subsets of variables:
This uses the SAT example from lecture and Chapter 12 case study.  The data are in sat.xlsx.  This file excludes Alaska (unusual in many ways) and includes ltakers, a column for log(takers).  The goal is to determine which state characteristics best predict SAT score.  

The question is ‘which variables?’.  To answer this:
1. Analyze / Fit Model.  Select SAT as the Y variable and income, years, public, expend, rank, takers and ltakers as X variables.  In other words, all other variables except for state.  
2. Look for the Personality box (top right of the Fit Model dialog).  It shows Standard Least Squares by default.  Left click on that and change the Personality to Stepwise.  The Fit Model dialog should look like:

[image: ]

3. Then run the analysis.  You should get a results box that looks like:
[image: ]
4. Click on the red triangle at the top left (by Stepwise Fit), and left click on All Possible Models
5. You will get a dialog box that helps you limit the number of models that see results from.  JMP will fit all possible models; you don’t want to see results from all of them.  You can limit the number of variables that can go in the model.  Here JMP supplies 7, the number of X variables.  That’s reasonable.  You can also see how many models you want to see for each number of variables.  This is the number of one-variable models, the number of two-variable models, … up to the number of 7 variable models.  The default depends on the number of X variables.  For this data set, JMP suggests 35 results per number of variables, which here would give you results for all possible models.  If that’s more than you want to see, you change the 35 to a smaller number.  I chose 10.  If you decide later that you want to see more models, you can always rerun with a larger number.   Then click OK.
Notes: 
1) The choice of 15, 10, 5 or 4 is a display option.  JMP will fit all models.  For 7 variables, that is 128 models.  
The choices in the menu box only control how much you see.  You don’t want to see results for all models!
2) The dialog box has a checkbox to enforce hierarchy.  Enforcing hierarchy means that if an interaction term is included in the model, so are its component effects.  So, if A*B is in the model, so are A and B.  Not enforcing hierarchy means that A*B can be in the model without A and B.  General advice is to enforce hierarchy unless you know what you are doing and have specific reasons not to.  If you have interactions or polynomial terms, you probably want to check the box.  If you don’t have any interactions or polynomial terms (the situation here), this option has no effect.
6. The results look like (only the top of the table):
7. [image: ]

8. You see that JMP is giving you model summary statistics for 7 one-variable models, then 21 two-variable models, and so on.  If you provided 4 models per model size in step 5, you would only get the best 4 one-variable models, then the best 4 two-variable models, etc.  The blue highlights indicate the best one-variable, the best two-variable, etc. models.
9. It is useful to sort this table by increasing value of the AICc statistic (so the model with the smallest AICc is at the top, the second smallest is next, and so on).  AICc is a small sample adjusted version of AIC (the extra c is ‘corrected’, we haven’t talked about the details.  AICc has the same properties and interpreted the same way).  To sort it, right-click in the table, select Sort by Column, select the AICc column, check Ascending, then OK.  Why check Ascending?  We want the smallest AICc value at the top.  That’s sorting from smallest to largest, i.e. ascending.  The table will now look like:
[image: ]
Note: It is very easy to overlook and forget the Ascending option.  It is a very good idea to check that the model at the top has the smallest AICc (or BIC, if that was the sort criterion) value.   
10. The blue highlighted models are the best within each number of variables.  The best model (smallest AICc) has four X variables: years, expend, rank, and ltakers.  The next best model is the five variable model with income, years, expend, rank and ltakers.  Those are the only two models within 2 AICc units of the top.  (You have to do that calculation yourself)
11. If you want to sort by BIC, go back to step 8 and select the BIC column and check ascending.
12. You can see the estimated parameters for any of these models by clicking the button on the far right of the table, then looking at the Current Estimates box (at the top of the Stepwise Fit output box).



To explore a model that looks interesting:
1. You can very quickly get more information about any of the models shown in the Stepwise Fit output box.  Here we look further at the top AICc model (years, expend, rank, and ltakers).  Select the button next to the desired model, then look at the top of the Stepwise Fit output box:
[image: ]
2. The first line of numbers gives various model fit statistics, in case you wanted something other than one of the four in the model summary table.
The next block is the parameter estimates for the variables in the desired model.  The Prob>F is the p-value for the test of whether that coefficient = 0.  Some of these p-values may be > 0.05 because minimum AICc is a different criterion than p < 0.05.
3. To get more information about your model, select either the Run Model or Make Model box from the menu at the very top right of the  Stepwise Fit box (shown in the display above)

Make Model will open the Analyze / Fit Model dialog, with the specified variables already added to the model effects box.  This is useful if you want to add additional variables, even some that were not considered in the all subsets selection, or change JMP options (e.g. centering polynomials).  In lecture, we talked (or will talk) about why adding additional variables is useful when analyzing observational data.

[bookmark: _GoBack]Run Model will skip the Fit Model dialog and directly give you the model results as if you had run the Fit Model dialog.  This is the quickest way to get additional information about the model (e.g. the PRESS or rMSEP statistics or the residual vs predicted values plot).
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The question is ‘which variable: To answer thi:
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X variables. In other words, all other variables except for state.
Look for the Personality box (top right of the Fit Model dialog). It shows Standard Least Squares by default.
Left click on that and change the Personality to Stepwiga, The Fit Model dialog should look like:

Model Specification

Weight
Freq

Then run the analysis. You should get a results box that looks like:
Stepwise Fit for sat
Stepwise Regression Control

9 Rule: | Miigmum BIC

Forward

(]

832PM
11/22/2022




image2.png
RStudio

File (el —— e i e e

74 > sat - Fit Stepwise - JMP Pro -

~isat | 4~ Stepwise Fit for sat

P So{ - = ; nk Itakers indow List
4 Stepwise Regression Control 897 109861228

| | Edlsat
Stopping Rule: [ yinimum BIC Enter All_| [Make Model zg-z ?ggs;g; 5% sat - Fit Stepwise

86.3 1.60943791
B8.5 1.60943791
Go Stop Step. B6.4 2.07944154

Direction: Remove All| | Run Model

Forward v

SSE  DFE RMSE RSquare RSquare Adj o p  AlC BIC 34 [1.94591014

245376.12 48 7149827  0.0000 0.0000 43465277 1 560.7345 564.2573 B5.9 1.38629436
B7.5 1.60943791

B4.2 2.30258509
B5.6 1.60943791
B9.2 1.38629436
B3.4 219722457

4 Current Estimates

Lock Entered Parameter  Estimate SS "FRatio” "Prob>F"
v [ Intercept  948.44898 0 0000 1
income 1020264 33451 571e7
years 2633826 5652 00215
public 1231.735 0237  0.62856 B3.7 207944154
expend 3855838 0074 078683 [~y
rank 1902967 162383 7.4e-17 B

Itakers 1990069 201714 13e-18

4 Step History
Step  Parameter Action “SigProb” SeqSS RSquare  Cp

~ 1151 AM
O Type here to search 1 asp0018 i~





image3.png
g @

Recycle Bin  Panopto

Adobe Acrobat
Acrobat Reader
Firefox R422
D &
Google Box
Chrome:

L

PaperCut MF  VLC media

Client player

>

VMware  Grammarly

Horizo...
uo 2]
Cisco Webex ~ Mersive

Meetings  Solstice

i

Zoom

b |

Tobe
done.docx

Adobe
Creati...

B ®

Slack  Cisco Secure
Client

Microsoft
Edge

MARK

&

File Explorer

3 ge

SAS  Outlook 2016 PowerPoint

Serverrdp

2016

g

Excel 2016

FER |

Word 2016 TeXnicCenter

2 R

R studio R4.13 R362

IJMP Pro 16

&

SAS 94

T

0

=il

-z D

551AM
Wednesday
11/23/2022

=]

n

(]

Sugd 2@

Stepwise Fit for sat
Stepwise Regression Control

SSE  DFE  RMSE RSquare RSquareAd)

Current Estimates

Step History

All Possible Models
 up to best 35 m

Model

lakers 108110 314099 481365 486507 @

Number

RSquare  RMSE

Alce

BiC

551AM
17232022

(]

L]

Recent Files

iastate.edu,

* meat. T lime data set.
elf assessment on linear regression

OCKS.txt data file for self assessment (now with spaces, not tabs, between values)

e Lab 10: 2 Nov

o Fitting a logistic regression

Multiple regression: lots of topics:
scatterplot matrices,

correlations,

using Fit Model for regressions,

creating quadratic and product terms,
creating indicator variables for groups
brain.txt Data set for multiple regression
Lab 11 self assessment

tamsales].txt Data file for self assessment

551AM
11/23/2022




image4.png
g @

Recycle Bin  Panopto

Adobe Acrobat
Acrobat Reader
Firefox R422
D &
Google Box
Chrome:

L

PaperCut MF  VIC media
Client player

>

VMware  Grammarly
Horizo...

uo 2]
Cisco Webex ~ Mersive
Meetings  Solstice

i

Zoom

b |

Tobe
done.docx

Adobe
Creati...

5 ® @ a5 ;| 3@ @A B ®» 2 @

Slack  Cisco Secure SAS  Outlook 2016 PowerPoint Excel 2016  Word 2016 TeXnicCenter R studio R4.13 R362

Client Serverrdp 2016 bl
=l
2] 2]
Microsoft IMP Pro 16
Edge
MARK SAS 94

Fil \e@p\over 3 '
T

Desktop

<
L)

553 AM
Wednesday
11/23/2022

L)

ab 12 model selection.docx

nsert  Design Layout References _ Malings  Review View Acrobat _ Tel me what you wan t o Dixon, i MISTAT] 5, share

cood mssoceod AaBbC Aasbee AdB

You see that JMP is giving you model summary statistics for 7 one-variable models, then 21 two-variable
models, and so on. If you provided 4 models per model size in step 5, you would only get the best 4 one-
variable models, then the best 4 two-variable models, etc. The blue highlights indicate the best one-variable,
the best two-variable, etc. models.

It is useful to sort this table by increasing value of the AlCc statistic (so the model with the smallest AlCc is at
the top, the second smallest is next, and so on). AlCc is a small sample adjusted version of AIC (the extra cis
‘corrected’, we haven’t talked about the details. AICc has the same properties and interpreted the same way).
To sort it, right-click in the table, select Sort by Column, select the AlCc column, check Ascending, then OK.
Why check Ascending? We want the smallest AlCc value at the top. That’s sorting from smallest to largest, i.e.
ascending. The table will now look ik

Note: It is very easy to overlook and forget the Ascending option. It is a very good idea to check that the
model at the top has the smallest AlCc (or BIC, if that was the sort criterion) value.

. The blue highlighted models are the best within each number of variables. The best model (smallest AlCc) has
four X variables: years, expend, rank, and Itakers. The next best model is the five variable model with income,
years, expend, rank and Itakers. Those are the only two models within 2 AICc units of the top.

. If you want to sort by BIC, go back to step 8 and select the BIC column and check ascending.

. You can see the estimated parameters for any of these models by clicking the button on the far right of the
table, then looking at the Current Estimates box (at the top of the Stepwise Fit output box).

To explore a model that looks interesting:
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